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ABSTRACT

In continuation of work on networks embodying both large and small arrays,
plans have been prepared for a second Large Aperture Seismic Array (LASA)
station. Studies of on-line detection and location and also signal-to-noise
improvement using large array structures are continuing. Significant prog-
ress in the discrimination area using relative excitation of body and surface

waves is reported.

Accepted for the Air Force
Franklin C. Hudson
Chief, Lincoln Laboratory Office
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SUMMARY

This is thc seventh Semiannual Technical Summary Report on Lineoln
Laboratory's work for the Advanced Research Projects Agency on the

seismic discrimination problem (Vela Uniform).

During this reporting period, considerable attention was given to prepa-
rations for a possible sccond large array station, hopcfully to be located
in Norway. A tentative rough system design was worked out, based on
Montana experience, and a seismic survey of thc area was planned which
will provide suitable corrections to the initial design (Sec. V1). Analytieal
studies of seismic networks embodying several large arrays are continuing
(Sec. 1}.

In the area of diserimination teehniques (See.ll), the prineipal new result
involves studies of body- and surfaee-wave magnitudc differential. On a
large number of blasts and earthquakes, complete separation oceurred.
Currently, this discriminant is usable down to body-wave magnitude 4.7 for

Central Asia; below thislevel, surfaee waves are not deteetablc in Montana.

In Sce.lll, developments in the on-line deteetion and loeation of evcnts in
large array structures are discussed; off-line array proeessing results of

both long- and short-period signals are presented in Sec.1V.

Seetion V summarizes reeentactivities at the Montana LASA by Lincoln and
its subeontractor, partieularly automatie monitoring and fault analysis

experiments.

P.E. Green
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SEISMIC DISCRIMINATION

I. SEISMIC SURVEILLANCE NETWORKS

In addition to our studics of the ability of large arrays to make the measurements necessary
for the application of various discrimination techniques, we are attempting to simulate the over-
all performancc of world-wide networks, containing one or more large arrays, with respect to
detection and discrimination. One feature of these studies is their sensitivity to different ways
of modeling the arrays themselves; another feature is the net effectiveness of arrays compared
with conventional stations.

Two such simulations are now in progress, treating two discriminants independently. In
the first, we are studying the accuracy of measurement by a network of cpicenter and source
depth, from P-wave arrival times only (see Sec.I-A below). In the second (Sec.1-B), we are

concerncd with the detection of surface waves and the measurement of a surface-wave magnitude.

A. NETWORK SIMULATIONS

In the last Semiannual Technical Summary Report, we reported the initiation of a system
simulation study of the determination of epicenters by an extended nctwork of stations, some of
which are large arrays. We mentioned that there were several ways of characterizing an array
as an element in such a network, and three of these have been studied and compared. 1n the
first, the array (containing N elements) is modeled as N separate, conventional stations; in
the second, the array is trcated as a single station capable of reporting arrival times with an
accuracy better than a conventional station by the factor VN. A third method, intended to inter-
polate between the others, reprcsented the array as a collection of M stations (M < N), which is
credited with a ¥'N/M improvement factor in accuracy. Thc three models are similar, in terms
of the actual simulation program, but not identical. Howcver, no significant diffcrence in net-
work performance was found for these models.

In order to assess the usefulness of large arrays as network elements, we computed the
coverage resulting from a 13-clement network of conventional stations and then the coverage for
two series of improvements to this network: one by adding up to 3 large arrays, and another by
adding up to 12 more conventional stations. 1n each case, the cvent magnitude requircd for
500-km2 epicenter accuracy was computed on a grid of points in the northern hemisphere, and
the average magnitude over this hemispherc was used as a measure of coverage. 1n all cases,
the actual magnitudes varied sufficiently little over the hemisphere to make this simple com-
parison mecaningful. The results showed the expected diminishing rate of improvement with the
continucd addition of either type of station, but the large arrays werc sufficiently superior so
that the results obtained by adding three arrays were roughly the same as those obtained by
adding 12 conventional stations. Of course, the results will depend upon the particular geom-
ctries employed, but further studies comparing detailed performance for events in Asia or
Eastern Europe have confirmed that, on our model, one or two large arrays can provide as much

improvement in performance of a given network as the addition of 10 or 12 conventional arrays.




Section |

The system simulation has been extended so that source depth is now estimated, which has
the corollary effect that four or more station detections are required now for network detection.
We found that, for reasonable network geometries, an epicenter accuracy of 500 ka was con-
sistent with a theoretical depth error of the order of 10 km. The study was then modified so
that the event magnitude which is computed is the magnitude required to produce an epicentral
error no larger than 500 km2 and, at the same time, a depth error no larger than 15km. Some
coverage patterns have been computed in this way, but as yet not enough to determine whether
or not this method of analysis will lead to any significant change in the relative effectiveness of
arrays and conventional stations.

These studies, of course, are subject to the criticism that only the random component of
the arrival-time errors is accounted for. As mentioned in the previous report,T it is assumed
that station corrections and travel-time anomalies are well enough known to remove all biases.
This assumption is probably fair for all but the source-dependent part of the travel-time anom-
alies of aseismic regions, and studies are continuing in an attempt to evaluate the effect of such
biases on network performance.

The results obtained to date will be described in a report now in preparation.

B. SURFACE-WAVE DETECTION STUDY

A system simulation study of the ability of a seismic network to detect surface waves has
been initiated. It is assumed that body waves have already been detected, and the entire system
is said to have detected surface waves (and determined a surface-wave magnitude) if one or more
of its stations detects these waves. We assume that all stations are capable of matched-filter
processing (see Sec.IV-D)} and that array stations have an additional gain of a factor of Ni/z,
where N is the number of array elements. Using noise levels and matched-filter processing
gains based on LASA data, we find that surface waves should be detectable down to a surface-
wave magnitude of about 2.0 over large areas of the world, with a network containing on the order
of 20 conventional stations. [For shallow-focus earthquakes, a surface-wave magnitude of 2.0
is equivalent to a body-wave magnitude of 3.8 (see Sec.II-A}.] Moreover, each large array is

equivalent to several conventional stations in its contribution to overall network performance.

E.J. Kelly

tSemiannual Technical Summary Report to the Advanced Research Projects Agency on Seismic
Discrimination, Lincoln Laboratory, M.I.T. (31 December 1966), DDC 646677.



II. IDENTIFICATION

A. SURFACE- VS BODY-WAVE MAGNITUDE RESULTS

A useful discriminant for distinguishing between natural seismic events and underground
nuclear explosions is based on the relationship between the surface- and body-wave magnitudes.
Theoretical calculations due to Keilis-Borok1 have shown that the most efficient excitation of
surfacc waves occurs at wavelengths approximately four times the dimension of the source; that
is, the source region acts as a quarter-wavelength antenna. The source dimensions for an under-
ground nuclear explosion are usually much smaller than those of an earthquake of comparable
body-wave magnitude. Thus, we would expect the earthquakes to excite the longer periods of
surface waves more efficiently than the underground nuclear explosions. This conclusion has
been verificd experimentally by several previous investigator‘s.z'3

An experiment is being performed using LASA data to determine how effective a single LASA
is in using this discriminant teleseismically. The body- and surface-wave magnitudes for events
from the Central Asian area have been computed. The weaker events have been subjected to both
maximum-likelihood and delay-and-sum processing, which achieve about 14 and 11 db of signal-
to-noise ratio (SNR) enhancement, respectively. In addition, if required, matched filtering
(described in Sec.IV-D) can be used to achieve another 6 to 10 db of SNR enhancement.

The body-wave magnitude m _ is based on the amplitude of short-period waves recorded at

b
teleseismic distances and is computed according to the formula given by Gutenberg and Richter‘4

& logw/T +Q + 8

where w is the maximum zero-to-peak ground amplitude (in millimicrons) of the first three to
four cycles of the P-wave recorded on vertical-component short-period seismometers, T is the
period (in seconds) of the observed short-period cycle, Q is a parameter which depends on epi-
central distance and focal depth and is tabulated in Fig. 5 of a paper by Gutenberg and Richter‘,4
and S is a ground correction representing average station ground conditions which for conven-
ience is taken to be zero in the case of the LASA,

The surface-wave magnitude Ms is based on the amplitude of Rayleigh waves with periods
of about 20 sec and is used as a measure of the excitation of the long-period waves. The surface-

wave magnitude is computed as

MS=10gA—logB+ (Cqi0)

where A is the ground amplitude of Rayleigh waves (in millimicrons) with periods of about 20 sec
recorded on vertical-component long-period seismometers, —log B is a parameter which depends
on epicentral distance and is tabulated in Table 4 of a paper by Gutenber‘g,5 and C + D is a correc-
tion for station, depth, and radiation pattern, and is (for convenience) taken to be zero. An em-

pirical relationship between MS and my has been formulated by Gutenberg and Richter,4
Ms = 1.59 my =354

This equation relates the amplitudes of surface waves to those of body waves for earthquakes and

was determined from a large body of data for earthquakes of body-wave magnitude greater than 6.0.
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The results of the experiment are given in Fig. 1, which shows the Ms vs my for the Central
Asian events, as well as the Gutenberg-Richter empirical relationship. It is seen from Fig. 1
that the preliminary results are very encouraging since there is a perfect separation between
the earthquake and bomb populations. It is also encouraging to note that the body-wave detection
threshold for the earthquakes, for LASA operation at teleseismic distances, is approximately
4.4. The threshold for the bombs is approximately a body-wave magnitude of 5.3.

The body-wave magnitude shown in Fig. 1 was obtained by averaging over several widely
separated sensors at LASA, so that a relatively good determination of body-wave magnitude is
obtained, compared with what would be obtained at a single conventional type station. It should
be mentioned that the surface-wave magnitude data given in Fig. 1 were also plotted vs the U. S,
Coast and Geodetic Survey (USCGS) body-wave magnitude. Although the scatter of the data was
diminished by doing this, the separation of the earthquake and explosion populations was some-
what better using LASA, rather than CGS, body-wave magnitude.

Preliminary indications obtained from events from the Kurile-Kamchatka region show that

other rcgions give rise to earthquakes for which the Ms vs m,_ characteristic may be quite dif-

b
ferent from that of the Central Asian area. In fact, the separation between the earthquake and
explosion populations may be worse for these regions than that found for the Central Asian region.
This has indeed been found to be the case in a study of Aleutian earthquakes.6

J. Capong

R.J. Greenfield
R.T. Lacoss

B. REFERENCE POPULATION OF EVENTS

All Sino-Soviet events from the November-December 1966 recording observations and all
recorded Sino-Soviet events for which pP was not observed on LASA data from December 1966
to the end of April 1967, along with some earlier explosion data, are being used as a reference
population to determine statistics on the performance of the complexity, spectral ratio, and
body- to surface-wave magnitude as discriminants to separate explosive and natural events. Ap-
proximately 195 events are included in the list, ranging in magnitude from 3.7 to 6.5. Each event
is being processed by standard programs to produce a set of long-period and a set of short-period

beams which will be used for analysis of each event.
H. W. Briscoe

C. RATIOS OF SPECTRAL DENSITIES

A study of thc use for discrimination of ratios of spectral densities of the same phasc at
two frequencies indicates that there is a difference between the spectra of explosive and natural
sources that can be detected at teleseismic distances (see Sec. II-B of SATSR for 31 December
1966, DDC 646677). Figure 2 shows the measured short-period P-wave spectral ratio of a
number of explosions and earthquakes, as a function of magnitude.

The major limitation on the use of the spectral ratio seems to be signal-to-noise level,
particularly at the low-frequency end of the short-period spectrum (0.3 Hz). The apparent im-
portance of this region of the spectrum is indicated by Fig. 3 which shows the difference in the

average spectra of a small sample of earthquakes and that of a small sample of explosions.
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Although more events from a wider range of magnitudcs are being used in continuation of this study,
the preliminary result shows a distinct difference in the 0.3- to 0.7-Hz range of frequencies.

One technique that should improve the measurement for the "spectral ratio" discriminant
is to determine the noise spectrum using a samplc of noise preceding the signal and subtract
the noise spectrum from the signal spectrum. Assuming stationary noise, this procedure should
have two advantages: (1) for low signal-to-noise levels, the spectral ratio measurement is more
accurate, and (2) there is a clear indication when the signal level is less than the variation in the
noise and the measurement is meaningless. By applying this technique to delay-and-sum beam
data using the subarray sums from LLASA, the SNR became too low for reliable spectral ratio
measurement using the apparent optimum frequency ranges at magnitudes between 4.5 and 5.0.
Above magnitude 5.0, the separation improved slightly.

Since the noise in the low-frequency band has been shown to be coherent across a subarray,
optimum processing procedures such as maximum-likelihood processing should result in a sig-
nificant improvement in signal-to-noise level compared with beamforming. In order to tcst this
hypothesis, a large earthquake was processed using maximum likelihood and beamforming, and
the spectra compared. Since there was a good SNR on singlc sensors for this event, the spectra
of the processed data should be similar to cach other and to the spectrum of a raw trace at low
frequencies. (Amplifier distortion on a large event may cause disagreement at 1.5 Hz and above.)
Figure 4 shows thc spectra of the maximum-likelihood trace, the beam, and a single sensor. It
can be seen that at low frequencies the signal on the maximum-likelihood processed trace seems
to have been partly suppressed. The signal suppression at low frequencies is probably due to the
fact that the seismometers in the array are calibrated and equalized at 1 Hz, but may have sig-
nificant variations in their characteristics at low frequencies so that the basic assumption of
identical signal at all sensors would bc invalid. Attempts are being made to rerun the cxperiment
with the raw traces equalized in the low-frequency band.

H.W. Briscoe
R. Walsh

D. PHASE IDENTIFICATION USING BEAM-POWER DISPLAYS

In a previous report, an unsucccssful experiment was described whose intent was to improve
P and pP visibility by plotting, as a function of time, the ratio of power in a beam pointed at P
(and pP) to the power from all other directions. It was concluded that a side-by-side display of
power vs time in a number of adjacent beams might be more revealing. Such a display has now
been implemented and a few tests made.

Figure 5(a-c) shows a typical use of such beam-power displays. In Figs.5(a) and (¢), power
from each of 32 beams is plotted in the form of trace intensity as a function of time.t Figure 5(b)
shows the locations of the various beams on a map of the world as a function of the polar coor-
dinates azimuth and wave number. Smoothing time is 2.0 sec, and total duration of cach display

is 160 sec. At the top of each display is a serics of dots giving, as a function of beam number,

1t This form of display of power vs time for a set of 32 inputs was originally developed for the
case where the 32 variables were the outputs of adjaccnt filter bands, thus forming a "sonogram™"
as described in Sec. III of the SATSR for 30 June 1964, DDC 443444,
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the energy measured over the interval between the two adjustable cursor lines on the display
below. The arrow heads point to the location, in time and beam number, at which various phases
arrive, The phase arriving at the expected time of PcP was originally designated as such until
the beam display of Fig. 5(a) revealed that it did not concentrate at the wave number expected for
PcP, but instead had the same wave number as P, and therefore was possibly pP for a source
depth of 120 km. This assumption is corroborated by the presence of a later phase which f{its the
sP time for 120 km. The phases marked "? " remain unidentified, but it is clear that the first of
these is not the best candidate for pP as was originally assumed from the raw traces.

This form of display appears to be quite helpful in identifying secondary body-wave phases
and in disentangling simultaneously arriving events. Experiments on a number of events at
various depths are continuing.

P. E. Green
A.P. Tripp
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III. LASA DETECTION AND LOCATION

A. AUTOMATIC STATION BULLETIN

Two versions of a fast automatic station bulletin program (FASTABUL and NOTCHSTABUL)
werc described in Sec. I1I-B of the last Semiannual Tcchnical Summary Report (31 December
1966, DDC 646677). The NOTCHSTABUL program has now been in use at 1LASA for sevcral
months, and it was noticed that the major shortcoming was in the picking of thc P-phase onset.
Often the program would pick the "up" part of the waveform on some subarrays and the "down"
part on others. In its culling process, only a consistent set would be used, viz., the majority.
As long as the outcrmost subarrays were included, the epicenter calculation would be good bec-
cause of the large base line, but in a large number of cases some (or all) of the outermost sub-
arrays would be in the minority set. The smaller base line would determine locations with less
precision.

A new version of the program (called CROSSTABUL) corrects this defect by determining rel-
ative arrival timcs by cross corrclation, and further improves the program by prcprocessing
the input waveforms to enhance the SNR. Since CROSSTABUL generates self-consistent and more

accurate timc and amplitude picks for all 21 traces, it can perform several extra tasks:

(1) A dclay-and-sum beam pointed to the source is automatically generated.

(2) Two minutes of this beam output, along with the 21 processed traces,
are edited and stacked on a library tape in a standard format. One
lihrary tape has a capacity of about 100 cvents. Thus, if CROSSTARBUL
is run on every teleseism flagged by the TSD, a selected portion of
every such cvent can be saved with a considerable saving of magnetic
tape.

(3) The time picks determined by CROSSTABUL are sufficiently aceurate
that the main sources of error are the simple station corrections used
by FASTABUL which are functions of one variable (azimuth). Station
corrections (i.e., the time residuals from the best fitting plane wave)
are automatically generated and saved by CROSSTABUL. They can be
used to update a table of travel time anomalies as a function of epicenter
location. A threshold is used to allow only clean events (with presumably
accurate time picks) to update this table. When sufficient data have ac-
cumulated, two-dimensional station corrections (i.e., functions of azimuth
and distance) can be incorporated which should improve the usefulness
and accuracy of the program. These station corrections will be self-
consistent in the sensc that they will be applied in the same manncr in
which they were measured. As more and more entries are madec to this
tahle, a ncw set of station corrections will be automatically generated
and used in the first part of the program. Thus, the program will "teach
itself" using a self-consistent measuring method.

(4) The amplitude residuals (i.c., the amplitude anomalies from the average
amplitude) will be saved and used to kecep updating a table of amplitude
scatter vs azimuth and distance.

(5) The amplitude, period, magnitude, complexity, and first motion caleu-
lations are improved by using the beam waveform instead of averaging
21 individual measurements, any of which is more likely to be con-
taminated by microseismic noise. This should decrease the variance
in the above measurcments.

CROSSTABUL is not a real-time program in the sense that FASTABUL was. However, it

can be an on-line program if it can complete all its operations before another event oecurs.

gl
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The maximum CROSSTABUL processing time using the PDP-7 machine is 15 min. per event,
giving an on-line data rate of about 100 events per day. The use of FASTABUL at the Montana
LASA Data Center to prepare the daily station bulletin never took advantage of its real-time
capabilities; it was used off-line on the spare PDP-7 computer, taking about 10 min. per event.
Consequently, it has been felt that this more powerful processing procedure would be an
improvement.

The CROSSTABUL program has been tested using the same 70 evcnts that were used to
check the performance of FASTABUL and NOTCHSTABUL. Thc results using this family of
events show that CROSSTABUL is far superior in locating events and finding their origin time —
the rms error is about halved. The estimates of the period and first motion are much more
reliable due to the fact that they are determined from the beam which shows an improved SNR.
The magnitude (and amplitude) estimates are significantly lower than the CGS figures because
they are computed from the beam which shows some signal loss and because of the increased
SNR and the way amplitude is defined, i.e., the peak-to-peak difference of thc first two detect-
able cycles.

NOTCHSTABUL is superior to CROSSTABUL when the signal amplitude is less than 1 or
2mp. Because of this, and the more complicated operating procedure, CROSSTABUL is not
being used at the LASA Data Center. BT Fileuls

B. OBSERVATIONS IN HONSHU AREA

The analysis described in the last Semiannual Technical Summary Report has been com-
pleted for all events for which LLASA tapcs are available, The results of this experiment will

be described in a Technical Note now in preparation.

R. M. Sheppard

C. KURILE OBSERVATIONS

The data collected at LASA during November and December 1966, when ocean-bottom seis-
mometers were in place off the Kurile Islands, are bcing used in two separate experiments.
First, data collected from events from the entire Sino-Soviet area are being used to form a ref-
erence population, as described in Sec. 11-B of this report. In the second effort, data from
LASA are being compared with data on the shot locations and ocean-bottom seismometer data
to provide a better understanding of LASA capabilities.

LASA magnitudes have now been mcasured for all shots either seen by LASA or recorded
for off-line analysis. The magnitudes are listed below. For questionable detections or shots
not detected (denoted by *), an upper bound for the magnitude has been determined by computing
thc magnitude of the largest burst of noise (or signal) occurring on filtered beams at the ex-

pected arrival time.
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Section 1|

Date Shot Time LLASA Magnitude
11/08/66 06:53:02 3.6
11/09/66 23:23:03 4.2
11/10/66 06:25:04 <3.6%
11/12/66 23:31:03 <3.6%
11/13/66 05:48:03 <3.6%
12/02/66 22:30:02 3.6
12/03/66 05:21:03 4.0
12/03/66 22:49:03 4.4
12/04/66 22:24:03 3.9
12/05/66 03:21:03 <3,5%

Although only preliminary time picks from the oeean-bottom seismometers have been pro-
vided so far, a eomparison with LASA data indicates that most events seen at more than three

ocean-bottom seismometers were deteetable on ILASA data.

H. W. Briscoe

D. LOCATION BY BEAMSPLITTING

[LASA on-line deteetion and location, which eurrently uses "triangulation" from a number
of individual subarray outputs (and employs programs such as FASTABUL, NOTCHSTABUL,
and CROSSTABUL), is ultimately to be changed so that multiple beams are used. Each beam
output has the full array SNR gain.

To cheek the feasibility of this approaeh, a beamsplitting program has been written which
forms a square array (21 X 21) of beams uniformly separated by 0.5° inerements in latitude and
longitude, thus covering an area of 10° X 10°. The center of the array can be aimed at any point
in the teleseismie coverage region from LASA. Each of the beams has an independent event
deteetorT followed by an integrator which measures the energy in each beam for 5see starting
at the event detector trigger time. The outputs, measured in decibels down from the maximum,
appear on a two-dimensional contour plot.

An example of the output from one event is shown in Fig.6. The program can be used to (1)
determine the preeision and aceuraey with whieh an event ean be located by beamsplitting (in this
large-magnitude example, a small fraction of a degree), (2} determine real beam patterns and
sidelobes, and (3) investigate how energy in each beam varies with time as seismic waves from

an actual event or events arrive at the array.

P. L. Fleck

T H. W. Briseoe and P. L. Fleck, "A Real-Time Computing System for LASA" Proe. Spring Joint
Computer Conference, Boston, Massachusetts, 26 — 28 April 1966, DDC 642202.
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IV. ARRAY PROCESSING

A. SUMMARY OF SHORT-PERIOD RESULTS

An attempt was made to combine the LASA results on SNR gain of maximum likelihood, i.e.,
filter-and-sum (FS) processing, and delay-and-sum (DS) processing (that is, beamforming), for
various apertures and frequencies, to serve as a guide in the design of future LASA subarrays.
The FS processing results were obtained using LASA data that were bandpass prefiltered, 0.6 to
2.0Hz, with a threc-pole Butterworth filter., The beamforming results were obtained using LLASA
data that were prefiltered with narrow-band filters of bandwidth 0.1 Hz and center frequencies of
0.6, 1.0, and 1.5Hz.

The results are prescnted in Fig. 7 which shows the SNR gain of DS and FS processing rel-
ative to the gain which would be obtained for independent noise, namely 10 log10 N (where N is
the number of sensors), vs the element density. These results indicate that if the DS gain is to
be within 1 db of this norm at 1.0 and 1.5Hz, then the average sensor separation should be greater
than about 3 km if DS processing is to be used. It is important to stress that sensors should not
be placed any closer than 3 km, since this will have the effect of actually lowering the gain ob-
tained with DS processing due to the introduction of coherent noise.

The results of Fig. 7 also show that for separations greater than about 1.6 km, the FS gain
in the 0.6- to 2.0-Hz band is about 2 db better than the DS gain at 0.6 Hz, 0.5db worse than the
DS gain at 1.0Hz, and about 2 db worse than the DS gain at 1.5Hz. Since most of the noise power
is concentrated at 0.6 Hz, when only the 0.6- to 2.0-Hz band is considered, it follows that the
overall gain of DS is only about 2 db worse than that of FS for average sensor separation greater
than about 1.6 km.

However, as the average sensor separation decreascs beyond 1.6 km, the performance of
F'S relative to DS processing improves considerably. For average sensor separations less than
1.0km, the FS gain is almost as good as or better than that of DS at 0.6, 1.0, and 1.511z, and
the overall gain of FS is about 5db better than that of DS. It is important to note that the over-
all gain of FS for the small sensor separations is about the same as that of DS for large sensor
separations.

The conclusion is that if closely spaced seismometers are used in the design of a subarray,
then FS processing is required, if widely spaced scismometers are used, then approximately
the same gain can be obtained with DS processing. The amount of gain to be expected for vari-
ous element densities can be obtained from Fig. 7, thus facilitating the design of a subarray for
a future [LASA.

The signal beamforming loss vs array aperture is shown in Fig. 8. These data were obtained
by simulating as well as possible an array with uniformly spaced sensors. The signal loss of
DS was then measured relative to the amplitude of the average sensor. The station corrections,
or time-delay corrections relative to the plane-wave approximation, were applied only to those
sensors which were more than 20 km from the center of LASA. We see from Fig. 8 that a signal
beamforming loss of 4.5db is incurred for beamforming of the entire 200-km Montana [.LASA.

J. Capon

R.J. Greenfield
R. T. Liacoss
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Section IV

B. SUMMARY OF LONG-PERIOD RESULTS

A number of experiments were performed using data obtained from the long-period vertical
array at LASA for the purpose of determining optimum long-period array configurations. The
SNR gain obtained from maximum-likelihood (or FS) processing, as well as beamforming (or DS)
processing, was measured as a function of aperture and number of sensors. Some preliminary
tests using bandpass prefiltered data indicated that the results using prefiltered data were simi-
lar to those using unfiltered data, so that no prefiltering of the data was used in the experiments,

The experiments were performed in sevcral ways. The gain of the entire array was meas-
ured using 21 sensors, and then, successively, it was measured as the outside and inside rings
of sensors were removed from the array. Gain was also measured for an array of five sensors
consisting of, successively, the A0-B, A0-C, A0-D, A0-E, AO-F rings. In addition, several
results using the A0-C-D and A0-D-E rings were obtained. The data are shown in Fig. 9, which
shows the SNR gain of DS and FS processing relative to the gain which would be obtained for in-
dependent noise, namely 10 l°g10 N (where N is thc number of sensors), vs the element density.
The abscissa is also labeled in terms of average sensor separation.

These results show that if the gain relative to VN is to be approximately 0db, then for DS
or FS processing, respectively, element spacing should be about 15 or 45km, respectively.
However, if the gain relative toN'N is allowed to be —1 db, then for DS processing the sensor
spacing should be approximately 30 km. As a practical matter, it appears that 20- to 30-km
sensor spacing for DS processing would be adequate. The use of DS instead of 'S processing is
desirable since DS processing is much simpler and less expensive. 1n addition, FS processing
is much more susceptible to anomalies, such as weak sensors, than is DS processing. 1t should
also be noted that for a given element density, FS processing has only a 3-db advantage over DS
processing.

The frequency-wavenumber structure of the noise has also been determined. It was found
on one noise sample t<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>